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Securing And Protecting AD
ØPro-Actively - Search And Fix
ØBy looking for Indicators of Exposure (IoEs)
ØAccount Hygiene - Settings and Passwords
ØSecurity Related Configurations in AD
Ø“Invisible” attack paths

ØBy looking for Indicators of Compromise (IoCs)
ØDC Shadow
ØKerberoasting
Ø… and many more

ØTHINK and LOOK AT your (AD) environment as an attacker would
Reading: Defenders Think in Lists. Attackers Think in Graphs

Video: Defenders Think in Lists. Attackers Think in Graphs
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ØHow? - You ask? – Threat Detection Response (TDR) Tools!

Ø Do-It-Yourself in PowerShell
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Securing And Protecting AD
ØHow? - You ask? – Threat Detection Response (TDR) Tools!

Ø Do-It-Yourself in PowerShell

Ø Powerful UI-tool for evaluating 
security posture of an AD forest

Ø Continuously updated with new 
vulnerability checks

Ø …and many other free/paid TDR tools

Ø Command-Line tool for evaluation 
security posture of an AD domain

Ø Extraction of AD data through 
SharpHound command-line tool

Ø Imported/Processed by BloodHound
UI-tool to visualize attack-path(s)



AD DR Plan - Why?



AD DR Plan - Why?
Ø AD Has The Keys To The KINGDOM!

For 90% of enterprises, IDENTITY starts with AD

If Active Directory isn’t 
secure, nothing is!
Ø 80% of all breaches involve credential 

abuse
Ø Systematic/historical weakness make AD 

a soft target
Ø  Cloud identity extends from AD
Ø Zero trust model assumes hybrid AD 

integrity



AD DR Plan - Why?
Ø Business Reasoning
Ø Regulations:
Ø Business continuity (e.g., banks, health care, utility, etc.)

Ø Complexity:
Ø May look simple, difficult in practice!
Ø Reinstalling/recovering 1 DC is easy! Recovering many, in 

distributed environment? What about outsourcing?

Ø Risk Management:
Ø Previous: “unlikely”; Now: “very common” à very high impact
Ø No AD? à Acceptable follow-up risks and costs?



AD DR Plan - Why?
Ø Business Reasoning
Ø Probability/Impact of Scenarios

DC Failure
Networking Failure

Admin Error (Fat Fingers)

UnAuthZ Physical Access

Other Malware

Malicious Insider
Bug In Win/AD Code

Admin Error (Bad Script)

Int./Ext. Sabotage
Physical Attack

Revert FL Increase

Power Failure
Wiperware Attack

External Comms Failure

Environmental Factors
Bad Schema Extensions
Bad Domain Ren/Repos

IMPACT

PR
OB

AB
ILI

TY
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AD DR Plan - Options
MSFT Default AD DR Plan

-= Manual =-
Customized AD DR Plan

-= Semi Automated, a.k.a. D-I-Y =-
Customized AD DR Plan
-= Fully Automated =-

Focus Core only, no dependencies Comms, logistics, pre/post, core, dependencies

Text/Tools High/None Medium/E.g. PowerShell Low/Commercial tool (AD focussed)

Risk Mitigation/Pre/Post-Tasks Not described Described

Core Tasks Described, unclear sequence Described, clear sequence

Orchestration Backup/Rstre/AD Backup: Auto | Restore: None | AD: None Backup: Auto | Restore: None | AD: Semi Backup: Auto | Restore: Auto | AD: Auto

Backup Type (Size) WSB (Large) + Custom (Large) (AD Integrated?! -> L) Propriety (Small)  + Non-AD-I



AD DR Plan - Options

Ø Have you also thought about:
Ø Where to store your plan/code/tools?
Ø Credentials required during recovery?
Ø Impact of recovery on Hybrid connections? (AuthN/Sync)
Ø AuthN method for AAD – Fed, PTA or PHS?

MSFT Default AD DR Plan
-= Manual =-

Customized AD DR Plan
-= Semi Automated, a.k.a. D-I-Y =-

Customized AD DR Plan
-= Fully Automated =-

High Level Way Of Working Restore initial RWDC, clone, redeploy Whatever you choose

Security Assessment None or Separate Integrated or Separate

Skills Required

Complexity DR Plan/Test

Recovery Time Objective (RTO)
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Real Life AD Incident/Recovery Scenario
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Real Life AD Incident/Recovery Scenario
> Oops, You’ve Been BREACHED !!!
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Real Life AD Incident/Recovery Scenario
> PHASE I - SAFETY NET For AD
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Real Life AD Incident/Recovery Scenario
> PHASE II – AD Vulnerability Analysis
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Real Life AD Incident/Recovery Scenario
> PHASE II – AD Vulnerability Analysis

Days 1 32 4 5

AD Backup

AD Backup

Continued use of 
compromised AD

AD Hardening

Co
m

pr
om

ise
d 

Ne
tw

or
k

Iso
la

te
d 

Ne
tw

or
k

Cut-Over

New Servers 
& clean OS

AD objects still
„contaminated“

Clean & 
secure AD

Compromised 
AD

Shutdown of 
ALL PROD DCs

AD Forest
Recovery Brought back 

to Production

Re-Start of ALL Systems so they

would safely re-connect to the clean AD!

• Privileged Groups
• Tiering-Model
• OU Permissions
• GPO Adaptations
• Etc.

ADFR

ADFR

Decision

Vulnerability-Analysis

www.purple-knight.com

http://www.purple-knight.com


Real Life AD Incident/Recovery Scenario
> Dubious Permissions & >1 Attackers

A special helpdesk account was granted the rights to 
reset the password of everyone in the domain.

And EVERYONE was permissioned to reset the password of 
the helpdesk account!

Domain Computers were allowed to change certificate 
templates – which allows intruders to create their own 

authentication certificates for any user!

Analysis of EDR Team showed that MULTIPLE attackers were active in the environment at the 
SAME time (four different “fingerprints” were found) – intruders were happily re-using the 
existing Domain-Admin accounts whenever one of the AD admins changed their password!



Real Life AD Incident/Recovery Scenario
> PHASE II – AD Vulnerability Analysis
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Cut-Over

Clean & 
secure AD

Shutdown of 
ALL PROD DCs

Re-Start of ALL Systems so they

would safely re-connect to the clean AD!

Real Life AD Incident/Recovery Scenario
> PHASE III - Devide And Conquer!
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Real Life AD Incident/Recovery Scenario
> AD Hardening Speedway…

Ø1.5 days available to harden AD
ØTiering-Model (w/o MFA)
ØCleaned up Privileged Groups
ØNEW accounts in Privileged 

Groups
ØProtected Users group
ØNo Privileged Accounts with SPNs
ØOU/AdminSDHolder Permissions
ØGPO Adaptations
Ø…



Cut-Over

Clean & 
secured AD

Shutdown of 
ALL PROD DCs

Re-Start of ALL Systems so they

would safely re-connect to the clean AD!

Real Life AD Incident/Recovery Scenario
> PHASE III - Device And Conquer!
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Continued use of 
compromised AD

Decision

AD Hardening

New Servers 
& clean OS

AD objects still
„contaminated“ • Privileged Groups

• Tiering-Model
• OU Permissions
• GPO Adaptations
• Etc.

Real Life AD Incident/Recovery Scenario
> PHASE IV - Hardened AD Back To Prod
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Real Life AD Incident/Recovery Scenario
> This Experience Felt Like…

Saudi's Again Changing Wheels Tyres while driving!



Real Life AD Incident/Recovery Scenario
> Coordinated Efforts For Cut Over
ØTough decision: take down ALL existing 

(compromised) AD DCs of forest in all data-centers

ØChange of VLAN and IP-addresses of recovery AD DCs
ØWere also acting as DNS servers …

ØFully working AD brought back online in 30 min



Real Life AD Incident/Recovery Scenario
> Coordinated Efforts For Cut Over
ØFully Automated Recovery
ØRestored DCs + Repromoted DCs + AD Service Steps

ØEDR Team had in parallel taken down more than 20 C2 
(!) systems and blocked 100’s of external IPs

ØRebooted all servers and clients to ensure killing any 
existing process and to re-create secure channel with 
recovered AD



Real Life AD Incident/Recovery Scenario
> In The End – They Survived! J
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Real Life AD Incident/Recovery Scenario
> Key Outcome…
ØVery FAST recovery of a FULLY FUNCTIONAL and 

SAFE Active Directory

ØNO more owned privileged accounts available 
anymore for the attackers to leverage!

ØAll existing Apps even including AAD Pass-Through 
Authentication (PTA) for O365 continued to work 
seamlessly AFTER recovery



Take Aways!



Take Aways!
ØPlease INVEST in:
ØPROactively securing your environment with (TDR) tools
Ø…for both on-prem AD, Azure AD and other clouds
Ø…that assess security posture and monitor real-time
Ø…that support preventive and detective controls
Ø…that incorporate guidance e.g.: MITRE ATT&CK, ANSSI, etc.

ØREactively being able to recover (DR Plan)
ØPrepare for the unexpected: new zero-day exploits against AD 

will be discovered from time 2 time
ØAlthough tech-focused, in the end, it is about your business!
ØLogistics, communications and technology and more



Take Aways!
ØSEEK HELP if needed, BEFORE attack/breach

ØAUTOMATE as much as possible
Ø AD recovery is more than restoring single/multiple DCs
Ø Consider 3rd party tool (= BEST Insurance, Fastest RTO!)

ØHave Quality Assurance Check on DR plan!
Ø It is NOT just about recovery, it needs to be secure too!
Ø Perform periodic DR drills



Demo! - While Presenting



Questions? – Get In Touch!

Thank You!
Jorge de Almeida Pinto

Contact jorged@semperis.com

LinkedIn http://tiny.cc/JorgeLinkedIn

Blog http://tiny.cc/JQFKblog

Twitter http://tiny.cc/JQFKtwitter
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