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Agenda 

o Technology overview and scope

o Attack surface of AI applications

o Design considerations for AI applications

o Questions and discussion

„draw a picture of yourself“
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https://ludic.mataroa.blog/blog/i-will-fucking-piledrive-you-if-you-mention-ai-again/
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Technology overview and scope

Figure 1.1: Image of LLM relationship within the field of Artificial Intelligence 
https://owasp.org - LLM AI Security & Governance Checklist

Scope:

o Generative AI applications

Examples:

o Support Bots / Chat Bots 
(openAI ecosystem: 
Assistants and GPTs)
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Attack surface of AI applications

o This gets mixed up a lot!

o Differentiate between “AI” security and “application/infrastructure” security

o All application/infrastructure security topics apply -> Nothing new!

→ Main focus: What’s new? How do I differentiate?
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OWASP Top 10 for Large Language Model Applications
https://owasp.org/www-project-top-10-for-large-language-model-applications/

LLM attack differentiation

From an AI view:
o LLM01

o LLM03

o LLM06

o LLM08

o LLM09
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Assessing AI application security I/II

➔Prompt Injection (LLM01) is a technique …

… Sensitive Information Disclosure (LLM06) is a result

➔ Excessive Agency (LLM08) is a general problem

➔ It’s not rocket science

➔ Fight us on this at the AI Security Roundtable on Friday!
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Assessing AI application security II/II

o Anatomy of the LLM systems in scope:

o GPTs -> Chat bots in the OpenAI “app store”

o Assistants -> Tailored chat bots to include in your applications

o Configuration for both is largely done via natural language
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Assessing AI application security II/II

o Anatomy of the LLM systems in scope:

o GPTs -> Chat bots in the OpenAI “app store”

o Assistants -> Tailored chat bots to include in your applications

o Configuration for both is largely done via natural language

-> Nondeterminism!
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Nondeterminism

o IT security works best on deterministic behavior

o We run into problems every time stuff happens unexpected 

o This is a problem for many generative AI systems!

o Root cause for many LLM attack vectors

o Think about Blacklisting vs. Whitelisting!

→ Our countermeasures need to deal with natural language now!
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Interesting targets? 

o GPTs:

o Instructions and limitations („Purpose“)

o Actions (API calls)

o Files

o Capabilities (Web Browsing, DALL-E, Code Interpreter)

o Assistants:

o Instructions and limitations („Purpose“)

o Tools (Functions, Code Interpreter, Retrieval)

o Files
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Examples

Function Extraction (via LLM01 to LLM06)
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Prompt Injection:
Function Extraction
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Prompt Injection:
Function Extraction
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Prompt Injection:
Function Extraction
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Prompt Injection:
Direct Function Call



20

The red line …
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;-)
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Taken from: 

Generative AI Misuse: A Taxonomy of Tactic and 
Insights from Real-World Data

https://arxiv.org/pdf/2406.13843
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Examples 

Purpose Extraction (via LLM01 to LLM06)
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Example

Information Disclosure (LLM06)
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The Paradigm Shift in IT-Security

o Traditional handling of vulnerabilities is not applicable here

o Attacks are not reliable -> Testing is not reliable

o Mitigations are hard to implement (AI red teaming / hardening)

o Blacklist vs. Whitelist

o Effectiveness is hard to determine perhaps impossible to prove

o However, classical security principles still apply!
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Design considerations for AI applications I/II

o Get a holistic view on AI applications

o Just spot checking for the AI TOP10 is not sufficient

o Ask yourself: Is Prompt Injection testing useful in my case?

o Implement application security best practices

o Specifically for this scope: Web application security

o Explicitly: Do not trust LLM I/O

o Treat I/O from the AI as untrusted!



31

Design considerations for AI applications II/II

o Consider interactions of components, handle them conservatively
o E.g., no access to the user database for the AI

o Design function and API calls with AI threat model in mind

o Information disclosures will reveal larger attack surface to the attacker

o Implement strict trust boundaries

o Risk analysis
o Include non-deterministic behavior from AI backend in your threat model

o Consider black boxes in your system -> They might stay black boxes!

o Your AI will weaken your constraints and controls by itself
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www.ernw.de

www.insinuator.net

Time for questions?

Thank you for your attention!

fgrunow@ernw.de

hmohr@ernw.de

@0x79

https://www.ernw.de/
https://www.insinuator.net/
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