
Anti-Forensics

You are doing it wrong (Believe me, I'm an IR consultant)
2025/06/25
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/Stephan Berger – whoami 

• Head of the CSIRT Team at InfoGuard

• @malmoeb on all platforms

• I blog, too (dfir.ch)

• Pay attention to the upper left corner of the 

slides (Red, Blue, Purple)



Let’s talk about 

Anti-Forensics
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The Hackers Choice, published in 1995
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Forensia

“Can Be Used To Test The capabilities of Your 

Incident Response / Forensics Teams.”

Challenge accepted ;)



Cover your tracks
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Plain and simple – Delete the file

• When you delete a file on NTFS, the data 

isn’t immediately erased. 

• Instead, the MFT entry (which contains 

metadata like filename, timestamps, and 

pointers to data) is marked as available. 

• The actual data blocks on disk and the MFT 

record may remain intact until overwritten by 

new data.
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NFTS Recover
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Recovered rclone.conf
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sdelete, part of the SysInternals suite
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DIY



More deleted files fun
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Cipher security tool

Cipher.exe has the ability to overwrite data that 

has been deleted so that it can’t be recovered 

or accessed.

Windows native tool.

However, sometimes it’s enough to find 

Evidence of Execution, even if we can’t 

recover the original file.

Source: Volexitity
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USN Journal

• The USN Journal, short for Update Sequence Number Journal, is a feature of the NTFS file 

system that logs changes to files and directories on a volume.

• Creation, Deletion, Modification, Renaming.

• The journal is circular and has a size limit, so old entries eventually get overwritten. 

• But depending on how active the system is and how big the journal is configured to be, it 

can retain weeks or even months of change history.
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USN Journal
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Disable / Delete the USN Journal

fsutil usn deletejournal /d C:

Before:

After:
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Detection



SRUM
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Detection

• Remember the screenshot before from Forensia? Purge as much traces as possible?

• SRUM (System Resource Usage Monitor) is a built-in Windows feature that tracks detailed 

system and application resource usage, storing this data in a database.

• The database not only logs process execution but also provides insights into CPU, memory, and 

network activity, creating a distinct timeline of events that can confirm what was run.
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Detection
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Stoping the Diagnostic Policy Service

• sc stop DPS & sc config DPS start= disabled

• Get the job done  

• What about.. cleaning only certain records in that database?
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ChatGPT: Assuming AppName or ApplicationID

fields contains they keywords.. (LIKE @keyword)
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Reality: Job Security for the next few years



Timestomping
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Shortes Timestamp Introduction ever

• Created (0x10): Standard Information (SI) creation timestamp

This can be modified by user level processes, for example, timestomping.

• Created (0x30): FileName (FN) creation timestamp

Thanks to Patch Guard, we can’t directly modify this timestamp.

• Disclaimer: This is NOT the full picture of Timestamps on NTFS ;)
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Two tell-tale signs of Timestomping – really?
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The Art of Timestomping
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The Art of Timestomping



PowerShell
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Console_History

• The PSReadLine module tracks commands used in all PowerShell sessions and writes them to a 

file.

• Data exfil preparation from a recent case:
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Tampering with the History file

• Change where these logs are saved using Set-PSReadLineOption -HistorySavePath {File 

Path}. 

This will cause ConsoleHost_history.txt to stop receiving logs. 

• Additionally, it is possible to turn off logging to this file:

Set-PSReadlineOption -HistorySaveStyle SaveNothing

• Remove-Item -Path 

$env:APPDATA\Microsoft\Windows\PowerShell\PSReadLine\ConsoleHost_history.txt
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From Elastic’s GitHub Protection Artifacts Repository
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A better (Turla) approach

Disabling Event Tracing for PowerShell

Example from a Turla Sample – Disabling ETW



Clearing dmesg
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Anti-Forensics, Mandiant, January 2025
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Anti-Forensics, in action
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/var/log/kern.log
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journalctl -k

• Additionally, there’s journalctl -k. It displays kernel logs collected by systemd-journald. 

• So even if you’ve cleared dmesg and removed /var/log/kern.log, the messages will still appear 

in journalctl -k. More about tainted kernels on my blog.



Clearing Journal
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STEELCORGI (Mandiant)

One of the sneakiest commands we noticed is the “bleach” one, able to delete all btmp wtmp and btmp 

logs. It is also able to clean Syslog logs in /var/log/syslog, /var/log/messages, /var/log/secure and 

/var/log/auth.log or optionally all of them with the “-A” flag (utmp+wtmp+lastlog+syslog) which is the 

default.

Is clear that the usage of the “bleach” parameter during an intrusion results in hard times for 

the DFIR team.
Source: yoroi.company
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We still have the Journal (auth, cron etc.)
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Clearing the Journal
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Clearing logs generates, well.. other logs
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However, who will notice anyway :)



memfd_create()
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Fileless malware
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Harder to {detect, investigate}?



48

Loading a programm into memory
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Linux Binary Runtime Crypter
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/proc is (IMO) extremly underrated
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Recap from our /proc presentation
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Break out of restricted environments

(or cover your tracks)

• The dynamic linker on Linux, commonly known as ld.so or ld-linux.so, is responsible for 

loading shared libraries required by dynamically linked executables and resolving symbols at 

runtime. 

• This allows programs to use shared libraries without being statically compiled with them, reducing 

redundancy and saving memory.

• # /lib64/ld-linux-x86-64.so.2 /root/anti-loader

Hello, this line is printed. 

10 seconds have passed.



53

Blue must work harder for their money

• The little ”cp exe blue team” trick will not work here ☺

• exe points to the dynamic loader



54

/proc/<pid>/maps

However.. when reading the maps file, we find out in which regions the file is mapped in memory:



55

Dumping (and reconstructing) the relevant memory 

regions to a file
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And get an ELF back

• Even if the ELF file coredumps, we still can extract strings and load it potentially in IDA.

• # file anti-loader.bin 

anti-loader.bin: ELF 64-bit LSB pie executable, x86-64, version 1 (SYSV), 

dynamically linked, interpreter /lib64/ld-linux-x86-64.so.2, 

BuildID[sha1]=c37975f5dfcc6e46d92317dbe64fb69da2f27275, for GNU/Linux 3.2.0, not 

stripped 



Bash History
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Anti-Forensics!



59

Incident Response Assessment Challenge
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Volatility Plugin for extracting the Bash History
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A (stealthier?) approach

• Leave no traces in the history file except vi.

• /bin/sh does not have a built-in history
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How to Extract Memory Information

• It is possible to extract history information from other shells

• Not Open-Source – requires a deeper understanding

of the Operating System 

• Considerably advanceder stuff than your average

blue teamer can accomplish
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Questions?

• If you have no questions.. – and you knew 

most of that stuff.. GREAT! 

• Send me your CV – I’m hiring ☺
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