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Who am I – 
Brett Hawkins

Current Role
Team Lead,
Adversary Services

Conference 
Speaker
Black Hat (US & EU), 
BlueHat, 
ShmooCon, 
DerbyCon, Wild 
West Hackin’ Fest, 
BSides, Hackers 
Teaching Hackers

Open-Source 
Tool Author
SharPersist, 
InvisibilityCloak, 
SCMKit, ADOKit, 
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https://h4wkst3r.github.io



Research Drivers

Threat actors 
targeting AI/ML 
environments

Lack of research on 
attacking and 
defending ML 
infrastructure

Adoption of ML 
technologies by 
enterprises
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Lack of tooling to 
simulate attacks 
against platforms 
used in ML 
training envs



Theft of models and weights, 

backdooring models for initial 

access or persistence, expanding 

access via lateral movement and 

privesc,  sensitive data theft or 

deploying ransomware, model 

modification/poisoning for 

misclassification,  degradation, 

fraud or ml-based detection 

evasion. 
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Threat Actor Motivation



Attendee Takeaways
How to poison 
models within ML 
training platforms

IBM Security / © IBM Corporation 2025 8

How to get code 
execution via 
attacks on ML 
training 
infrastructure

How to defend 
key components 
of ML training 
infrastructure

How to steal 
models from 
model registries



What is new in this 
research? New detection 

rules (Azure ML 
and SageMaker)
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MLOKit tool 
updates – NEW 
supported 
platforms and 
attacks

Advanced attacks 
against ML training 
environments



My Perspective I am

Offensive 
Cybersecurity 
Specialist

I am not

Data Scientist

AI/ML Engineer

Cloud Engineer

Detection Engineer

DevOps Engineer

Software Engineer
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Background
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Prior Work
Chris Thompson (@retBandit) & I – ShmooCon 
2025

Disrupting the Model: Abusing MLOps Platforms to 
Compromise ML Models and Enterprise Data 
Lakes

Or Azarzar (@azarzaror) – Blog Post (2021)

Protect Your Environment When Working with 
Amazon SageMaker
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Links to prior work are 
provided in appendix 
slides



ML Technology Use Cases
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ModelModel Development and 
Deployment (MLOps)

ML Technologies

Automotive

Healthcare
Financial 
Services

Media & 
Entertainment
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What is MLOps?

Machine Learning

DevOps Data
Engineering

MLOps

ibm.com/topics/mlops
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Popular MLOps Platforms

Commercial Open-Source
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MLOps Lifecycle

Design

Deploy

Develop/Build

Source Data Dataset Model

Test

Trust, Performance 
Quality, Compliance

Package, Store, 
Deploy

Manage

Monitor, Detect, 
Visualize, Stabilize, 

Protect
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MLOps Lifecycle - ML Training Environment

Design

Deploy

Develop/Build

Source Data Dataset Model

Test

Trust, Performance 
Quality, Compliance

Package, Store, 
Deploy

Manage

Monitor, Detect, 
Visualize, Stabilize, 

Protect

ML Training 
Environment
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ML Training Environment Infrastructure

ML Training Environment

Personnel Training code 
used/pulled 
from SCM 

system

ML/AI Engineers
Data Scientists
Software Developers
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ML Training Environment Infrastructure

ML Training Environment

Personnel
Run 

Experiments

Training code 
used/pulled 
from SCM 

system

ML/AI Engineers
Data Scientists
Software Developers

Cloud Compute
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ML Training Environment Infrastructure

ML Training Environment

Personnel
Run 

Experiments

Training code 
used/pulled 
from SCM 

system

ML/AI Engineers
Data Scientists
Software Developers

Model Artifact Storage

Cloud Compute

Output 
Model Files 
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ML Training Environment Infrastructure

ML Training Environment

Personnel
Run 

Experiments

Training code 
used/pulled 
from SCM 

system

ML/AI Engineers
Data Scientists
Software Developers

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)
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ML Training Environment Infrastructure

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

ML Production 
Environment

Deploy 
Model 



ML Training 
Infrastructure 
Components

Model Registry
Track and version 
models
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Model Artifact 
Storage
ML training 
artifact outputs 
(model weights, 
model files, etc.)

Cloud Compute
Infrastructure that 
performs ML 
training from ML 
training code

Notebook Env
Contains ML 
training code 
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Notebook Env- SageMaker



ML Training 
Infrastructure 
Components

Model Registry
Track and version 
models
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Model Artifact 
Storage
ML training 
artifact outputs 
(model weights, 
model files, etc.)

Cloud Compute
Infrastructure that 
performs ML 
training from ML 
training code

Notebook Env
Contains ML 
training code 



ML Training 
Infrastructure 
Components

Model Registry
Track and version 
models
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Model Artifact 
Storage
ML training 
artifact outputs 
(model weights, 
model files, etc.)

Cloud Compute
Infrastructure that 
performs ML 
training from ML 
training code

Notebook Env
Contains ML 
training code 
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Model Registry and Artifact Storage - MLFlow

Model Registry

Points to Experiment Run
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Model Registry and Artifact Storage - MLFlow

Model Registry

Points to Experiment Run

Artifact 
Storage (S3)

Model Artifacts from 
Experiment Run
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Model Registry and Artifact Storage - SageMaker

Model Registry

Points to 
Training Job
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Model Registry and Artifact Storage - SageMaker

Model Registry

Points to 
Training Job

Artifact 
Storage (S3)

Model Artifacts from 
Training Job Run



31IBM Security / © IBM Corporation 2025

Model Registry and Artifact Storage – Azure ML

Model Registry

Points to 
Training Job



32IBM Security / © IBM Corporation 2025

Model Registry and Artifact Storage – Azure ML

Model Registry

Points to 
Training Job

Model Artifacts 
from Training 
Job Run



Attacking ML 
Training 
Environments
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Key Components – Attacker Perspective

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

Credentials and 
info on other 

infrastructure
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Key Components – Attacker Perspective

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

Useful for model 
reconnaissance
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Key Components – Attacker Perspective

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

Fully trained 
model and 

model weights
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Key Components – Attacker Perspective

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

Sensitive environment 
variables and ML 

training code
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Model Theft

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

ML Production 
Environment

Deploy 
Model 

Attacker
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Model Theft

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

ML Production 
Environment

Deploy 
Model 

Attacker

Model Recon
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Model Theft

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

ML Production 
Environment

Deploy 
Model 

Attacker

Model Recon

Download 
Model
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Model Theft - Impact

Attacker Stolen 
Model Artifacts

IP Theft

Model Extraction & Replication

Adversarial Attacks & Evasion

Backdooring

Compromise of System Security

Competitive Intelligence & Strategy Analysis
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Model Poisoning – Code Execution

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

ML Production 
Environment

Deploy 
Model 

Attacker
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Model Poisoning – Code Execution

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

ML Production 
Environment

Deploy 
Model 

Attacker

Model Recon
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Model Poisoning – Code Execution

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

ML Production 
Environment

Deploy 
Model 

Attacker

Model Recon

Download 
Model
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Model Poisoning – Code Execution

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

ML Production 
Environment

Deploy 
Model 

Attacker

Modify 
Model 

Artifacts
Upload 

modified 
artifacts
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Model Poisoning – Code Execution

ML Training Environment

Run 
Experiments

Model Artifact Storage

Cloud Compute

Output 
Model Files 

Model Registry

Register best 
model(s)

ML Production 
Environment

Deploy 
Model 

Attacker
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Model Poisoning – Code Execution - Impact

Attacker

Deployment 
Endpoint

Unauthorized Access and Use

Data Exposure

Model Theft

Infrastructure and Lateral Movement

Model Tampering
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Model Formats – 
Support Code Execution on Load

https://jfrog.com/blog/from-mlops-to-mloops-exposing-the-attack-surface-of-machine-learning-platforms/
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Creating Malicious Models for Code Execution

• MaliciousPickles - https://github.com/coldwaterq/MaliciousPickles

• Charcuterie - https://github.com/moohax/Charcuterie

• Fickling - https://github.com/trailofbits/fickling

• HiddenPickle - https://github.com/hiddenlayerai/HiddenPickle



MLOKit

REST API Abuse
Conduct actions 
programmatically

9 Modules
Recon, Training Data 
Theft, Model Theft, 
Model Poisoning, 
Notebook Attacks

Authentication
API Key, Access 
Token, Security 
Creds, User/Pass

5 Supported Platforms
Azure ML, BigML, 
Vertex AI, MLFlow, 
SageMaker
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github.com/xforcered/MLOKit



MLOKit - History
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V1.0

Jan 2025

V1.1

June 2025

Initial Release

Bug Fixes
NEW Modules
NEW Platforms

ShmooCon
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Demos:
Attack 
Scenarios
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Obtaining Credentials

ML Training 
Infrastructure

ML Training 
Infra Attacks

Retrieve user 
credentials

This research focuses 
on attack paths 
possible from here

File Shares
Intranet Sites (e.g., internal wikis)
User Workstations
Social Engineering
Public Resources (e.g., Code Repos)
Unauthenticated Access
Public Data Breach Leaks
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#1: MLFlow - Initial Access and Model Theft from Model Registry
#2: SageMaker - Lateral Movement from SCM System to Cloud Compute
#3: SageMaker - Lateral Movement to Cloud Compute using Malicious 
Lifecycle Configuration
#4: SageMaker - Model Theft from Model Registry
#5: SageMaker - Model Poisoning to gain Code Execution
#6: Azure ML - Model Poisoning to gain Code Execution

Demos: Attack Scenarios
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Phishing

Initial Access

Lateral Movement

Azure ML 
Access ML Training Environment

Privilege 
EscalationActive Directory 

Compromise

Data Scientist 
User Workstation

Dump 
Credentials

Attacker

Gain Access 
to MLFlow

Extract 
MLFlow 

Credentials

Model 
Registry
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Azure ML 
Access ML Training Environment

Gain Access 
to MLFlow

Extract 
MLFlow 

Credentials

Model 
Registry

Attacker
Demo
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Demos: Attack Scenarios

#1: MLFlow - Initial Access and Model Theft from Model Registry
#2: SageMaker - Lateral Movement from SCM System to Cloud Compute
#3: SageMaker - Lateral Movement to Cloud Compute using Malicious 
Lifecycle Configuration
#4: SageMaker - Model Theft from Model Registry
#5: SageMaker - Model Poisoning to gain Code Execution
#6: Azure ML - Model Poisoning to gain Code Execution
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Phishing

Initial Access

Updated 
MLProject 

file pulled in 
via MLOps 

automation
ML Training Environment

Internal Recon

Discovered PAT 
for Azure DevOpsAttacker

Reverse 
Shell

Modify MLProject file 
in repository with 
reverse shell code
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Updated 
MLProject 

file pulled in 
via MLOps 

automation
ML Training Environment

Internal Recon

Attacker

Reverse 
Shell

Modify MLProject file 
in repository with 
reverse shell codeDemo
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Demos: Attack Scenarios

#1: MLFlow - Initial Access and Model Theft from Model Registry
#2: SageMaker - Lateral Movement from SCM System to Cloud Compute
#3: SageMaker - Lateral Movement to Cloud Compute using Malicious 
Lifecycle Configuration
#4: SageMaker - Model Theft from Model Registry
#5: SageMaker - Model Poisoning to gain Code Execution
#6: Azure ML - Model Poisoning to gain Code Execution
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Search for 
AWS security 
credentials

External Recon

Lifecycle Config 
with reverse shell

AWS Credentials
Create 

Malicious 
Lifecycle 

Config

ML Training 
Environment

Attacker

Reverse 
Shell

Restart Notebook 
Instance

Cloud Compute
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Lifecycle Config 
with reverse shell

Create 
Malicious 
Lifecycle 

Config

ML Training 
Environment

Attacker

Reverse 
Shell

Restart Notebook 
Instance

Cloud Compute

Demo
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Demos: Attack Scenarios

#1: MLFlow - Initial Access and Model Theft from Model Registry
#2: SageMaker - Lateral Movement from SCM System to Cloud Compute
#3: SageMaker - Lateral Movement to Cloud Compute using Malicious 
Lifecycle Configuration
#4: SageMaker - Model Theft from Model Registry
#5: SageMaker - Model Poisoning to gain Code Execution
#6: Azure ML - Model Poisoning to gain Code Execution
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Search for 
AWS security 
credentials

External Recon

Model Artifacts

AWS Credentials Gain Access to 
SageMaker

ML Training Environment

Attacker

Model Theft

Model Registry
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Model Artifacts

ML Training Environment

Attacker

Model Theft

Model Registry
Demo
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Demos: Attack Scenarios

#1: MLFlow - Initial Access and Model Theft from Model Registry
#2: SageMaker - Lateral Movement from SCM System to Cloud Compute
#3: SageMaker - Lateral Movement to Cloud Compute using Malicious 
Lifecycle Configuration
#4: SageMaker - Model Theft from Model Registry
#5: SageMaker - Model Poisoning to gain Code Execution
#6: Azure ML - Model Poisoning to gain Code Execution



Model Artifacts

Overwrite 
Downloaded 

Model Artifacts
ML Training Environment

Attacker
Model Registry

Upload Poisoned Model

Reverse shell 
code

Demo
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Demos: Attack Scenarios

#1: MLFlow - Initial Access and Model Theft from Model Registry
#2: SageMaker - Lateral Movement from SCM System to Cloud Compute
#3: SageMaker - Lateral Movement to Cloud Compute using Malicious 
Lifecycle Configuration
#4: SageMaker - Model Theft from Model Registry
#5: SageMaker - Model Poisoning to gain Code Execution
#6: Azure ML - Model Poisoning to gain Code Execution
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Azure Device 
Code Phishing

Initial Access

Model Artifacts

Data Scientist REST API 
Access with 

Access Token

ML Training Environment

Attacker

Download Model

Model Registry

Upload Poisoned Model
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Model Artifacts

ML Training Environment

Attacker

Download Model

Model Registry

Upload Poisoned Model

Demo
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Protecting ML 
Training 
Environments
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Users
Use password management system

Separate admin account

Security Awareness Training

Additional monitoring controls

MFA enabled and in use

PATs with expiration dates
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Notebook Environments

Password protect notebook

IP address restrictions

Use virtual environment
Limits to kernel execution times

Run as non-root account

No cleartext credentials/secrets
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Cloud Compute

Enable auto-shutdown and auto-start schedule

Delete compute if no longer needed

Disable unneeded services

Configure role-based access
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Model Artifact Storage and Registry
Cleanup/delete old model artifacts

Restrict access to backend storage

IP-address restrictions

Enable logging and apply detection rules

Implement model integrity verification
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Azure ML Detections
https://github.com/h4wkst3r/KQL-Queries

SageMaker Detections
https://github.com/h4wkst3r/CloudTrail-Queries

Detection Guidance – Summary

Dataset Poisoning
Dataset Recon
Dataset Theft

Model Poisoning
Model Recon
Model Theft

Model Poisoning
Model Theft

Malicious Lifecycle Config
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Detection Guidance – 
Azure ML Model Poisoning

Attacker

AmlModelsEvent

MICROSOFT.
MACHINELEARNINGSERVICES/

WORKSPACES/Models/READ 

AmlDataStoreEvent

MICROSOFT.
MACHINELEARNINGSERVICES/
WORKSPACES/DATASTORES/

READ

StorageBlobLogs

PutBlob AND 
GetBlob
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Detection Guidance – 
SageMaker Model Theft

Attacker

ListModels

GetObject

GetBucketVersioning

DescribeModel
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Detection Guidance – 
SageMaker Model Poisoning

Attacker

ListModels

GetObject

GetBucketVersioning

DescribeModel

PutObject
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Detection Guidance – 
SageMaker Malicious Lifecycle Configuration

Attacker

ListNotebookInstances

StopNotebookInstance

CreateNotebookInstanceLifecycleConfig

UpdateNotebookInstance

StartNotebookInstance
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Detection Guidance – MLFlow

Attacker

/api/2.0/mlflow/model-versions/search /get-artifact 



Conclusion
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Conclusion

01

ML training 
environments 
contain highly 
sensitive and 
business critical 
data

02

We need to 
understand 
these systems 
so we can 
protect them

03

Unauthorized 
access to these 
environments 
could be 
significant
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Questions?
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Brett Hawkins
@h4wkst3r

Blog Post -

MLOKit Tool -
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